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Words Are Learned Incrementally Over Multiple Exposures 

Steven A. Stahl 

We live in a sea of words. Most of these words are known to us, 
either as very familiar or at least as somewhat familiar. Ordinarily, 
when we encounter a word we don’t know, we skip it, especially if 
the word is not needed to make sense of what we are reading 
(Stahl, 1991). But we remember something about the words that 
we skip. This something could be where we saw it, something 
about the context where it appeared, or some other aspect. This 
information is in memory, but the memory is not strong enough to 
be accessible to our conscious mind. As we encounter a word 
repeatedly, more and more information accumulates about that 
word until we have a vague notion of what it "means." As we get 
more information, we are able to define that word. In fact, 
McKeown, Beck, Omanson, and Pople (1985) found that while 
four encounters with a word did not reliably improve reading 
comprehension, 12 encounters did. 
 
What happens when someone sees a word for the first time in a 
book? Consider the following paragraph from the Atlantic Monthly: 

America’s permanent election campaign, together with other 
aspects of American electoral politics, has one crucial 
consequence, little noticed but vitally important for the functioning 
of American democracy. Quite simply, the American electoral 
system places politicians in a highly vulnerable position. 



Individually and collectively they are more vulnerable, more of the 
time, to the vicissitudes of electoral politics than are the politicians 
of any other democratic country. Because they are more 
vulnerable, they devote more of their time to electioneering, and 
their conduct in office is more continuously governed by electoral 
considerations. (King, 1997) 

Although I had seen the word vicissitudes before, I did not know 
its meaning. From the context, one can get a general picture of 
what it means, something like "serendipitous happenings." My 
Random House Dictionary (1978) says "unexpected changing 
circumstances, as of fortune," so I was fairly accurate in my 
guess. 
 
When a word is encountered for the first time, information about 
its orthography (or spelling) is connected to information from the 
context, so that after one exposure a person may have a general 
sense of the context in which it appeared ("It has something to do 
with..."), or a memory of the specific context ("I remember seeing 
it in an automobile manual"), but not a generalizable sense of the 
meaning of the word. Dale and O’Rourke (1986) talk about four 
"levels" of word knowledge: 

1. I never saw it before. 
2. I’ve heard of it, but I don’t know what it means. 
3. I recognize it in context--it has something to do with... 
4. I know it. 

In ordinary encounters with a word in context, some of the 
information that is remembered will be reinforced. The information 
that overlaps between encounters is what is important about the 
word. Other information will be forgotten. The forgotten 
information is more incidental. With repeated exposures, some 
connections become strengthened as that information is found in 
repeated contexts and become the way the word is "defined." 



Consider the word vicissitudes in the above context. The concept 
of vicissitudes will likely be linked to other concepts in the context, 
such as "politicians," "electoral politics," or possibly to the whole 
scenario presented. Because of the syntax, we know that 
vicissitudes does not directly mean "politics," but is a 
characteristic of politics. As the word is encountered repeatedly, it 
will be associated with other concepts, possibly "romance" or 
"getting a job." (Or as the mother of one of my students told her 
repeatedly while growing up, "Beware of the vicissitudes of life.") 
These become the strong components of the concept, such as 
might be represented in a dictionary definition (McKeown, 1991). 
If the links to other concepts are not repeated, they may recede in 
importance. Given the core meaning of the word vicissitudes, the 
fact that the subject of the essay is politics is incidental and likely 
would be forgotten with repeated exposures. 

As a person encounters the word again and again, word meaning 
grows at a relatively constant rate, dependent on the features of 
the context. That is, people show as much absolute gain in word 
knowledge from an unknown word as they show from a word of 
which they have some partial knowledge, all other things being 
equal (Schwanenflugel, Stahl, & McFalls, 1997). We found that 
students made the same amount of growth in word knowledge 
from a single reading, whether they began by knowing something 
about a word or not. Thus, vocabulary knowledge seems to grow 
gradually, moving from the first meaningful exposure to a word to 
a full and flexible knowledge. 

One does not always need to know a word fully in order to 
understand it in context or even to answer a test item correctly. 
Adults possess a surprising amount of information about both 
partially known and reportedly unknown words. Even when 
people would report never having seen a word, they could choose 
a sentence in which the word was used correctly at a level above 
chance or discriminate between a correct synonym and an 



incorrect one (Durso & Shore, 1991). This suggests that people 
have some knowledge even of words that they reported as 
unknown, and that this knowledge could be used to make gross 
discriminations involving a word’s meaning. Curtis (1987) found 
that people who reported only a partial knowledge of a word’s 
meaning ("I’ve seen it before") could make a correct response to 
multiple-choice questions. 

When a person "knows" a word, he knows more than the word’s 
definition--he also knows how that word functions in different 
contexts. For example, the definition of the verb smoke might be 
something like "to inhale and puff the smoke of (a cigarette, etc.)" 
(Random House, 1978). However, the verb smoke describes 
distinctly different actions in the following sentences: 

a. He smoked a cigarette. 
b. The psychologist smoked his pipe. 
c. The hippie smoked a marijuana cigarette. 
d. The 13-year-old smoked his first cigarette. 

These all fit under the general definition, but the actions vary from 
a typical smoking action in (a), to a puffing in (b), to a deeper and 
longer inhaling in (c), to an inhaling followed by coughing and 
choking in (d). Children cannot learn this information from a 
dictionary definition. Instead, they need to see the word in many 
different contexts, to see how the word meaning changes and 
shifts. 
 
Thus, to understand the word in (d) we need to know that 13-
year-olds are generally novices at smoking and that smoking can 
make one cough, if one is not used to it. Some words are 
embedded in a single knowledge domain, such as dharma or jib. 
To understand dharma, one must understand at least some basic 
concepts associated with Hinduism or Buddhism. To understand 
jib, one must know something about sailing. These words are so 



tied to their knowledge domains that they cannot be defined 
outside of them. (Some people, e.g., Johnston, 1984, have used 
vocabulary tests to measure domain knowledge.) Most words can 
be used in multiple domains but have distinct meanings within 
those domains. The word obligation, for example, has a series of 
related meanings, depending on whether the obligation is a moral 
one, or a payment due on a loan, and so on. Anderson and Nagy 
(1991) argue that words are polysemous, containing groups of 
related meanings, rather than a single fixed meaning. These 
meanings have a family resemblance to each other. Consider the 
word give in these different contexts (Anderson & Nagy, 1991): 

John gave Frank five dollars. 
John gave Mary a kiss. 
The doctor gave the child an injection. 
The orchestra gave a stunning performance. 

All of these involve some sort of transmitting, with a giver, a 
recipient, and something, tangible or intangible, that is given. But 
the act of giving is radically different in each case. 

A full and flexible knowledge of a word involves an understanding 
of the core meaning of a word and how it changes in different 
contexts. To know a word, we not only need to have definitional 
knowledge, or knowledge of the logical relationship into which a 
word enters, such as the category or class to which the word 
belongs (e.g., synonyms, antonyms, etc.). This is information 
similar to that included in a dictionary definition. In addition, we 
also need to understand how the word’s meaning adapts to 
different contexts. I have called this contextual knowledge, since it 
comes from exposure to a word in context. This involves 
exposure to the word in multiple contexts from different 
perspectives. Children exposed to words in multiple contexts, 
even without instruction, can be presumed to learn more about 



those words than students who see a word in a single context 
(Nitsch, 1978; Stahl, 1991).  
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